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TABLE 1 COMPARISON BETWEEN DIFFERENT BLUETOOTH CHIPS [15] 

Company Product 

Power 

Consumption 

TX (mA) 

Power 

Consumption 

RX (mA) 

Chip Size 

Dialog 
Semiconductor 

DA14583 4.9 4.9 5 mm 5 mm 

Nordic 

Semiconductor 
nRF51822 8.0 9.7 6 mm 6 mm 

Texas 

Instruments 
CC2640 6.1 5.9 5 mm 5 mm 

Qualcomm CSR1010 16.0 18.0 5 mm 5 mm 

     

    We considered two major parameters while selecting chips 

for our BLE module: power consumption and chip size.  Table 

1 summarizes the specification of this Bluetooth chip and 

comparison among its congeneric products.   This unit enables a 

small and power efficient Bluetooth smart system to 

communicate with the motion sensor and send motion data to 

the peripheral mobile device.  It was programmed using Dialog 

Semiconductor Software Development Kits (SDK). Apart from 

inertial sensors mentioned above, there are several commercial 

inertial sensor systems available, such as MTi0series from 

Xsens North America, Inc. and the wireless accelerometer from 

Noraxon. However, the ranges of these sensors were not 

suitable for our application.  According to the results from 

Wang et al. [16], a 16g sensor range is enough to analyze all the 

badminton actions.  Therefore, we mainly considered full-scale 

range and chip size for IMU chip selection.  Table 2 

summarizes the specification of the inertial sensor used in this 

study and a comparison among its congeneric products. As 

shown in Table 2, we utilized BMI160 from BOSCH because 

of its suitable sensor range (16 g) and small size (2.5 mm × 3.0 

mm × 0.83 mm).  BMI160 is a highly integrated, low power 

IMU that provides orientation and acceleration readings in 

x-y-z dimensions.  Using this sensor module, we kept the entire 

WSD size within an 18 mm × 17 mm package that weighs only 

2.2 g.  

 
TABLE 2 COMPARISON BETWEEN DIFFERENT IMU CHIPS 

Company Product 

Gyroscope- 

Full-scale 
Range (°/sec) 

/ Sensitivity 

(LSB/°/sec) 

Accelerometer- 

Full-scale 
Range (g) / 

Sensitivity 

(LSB/g) 

Chip Size 

Bosch 
Sensortec 

[17] 

BMI160 2000/16.4 16/2048 2.5 mm 3 mm  

InvenSense 

[18] 
MPU9250    2000/16.4       16/2048 3 mm 3 mm  

ST 
 [19] 

LSM9DS1    2000/14.3       16/1366 3.5 mm 5 mm 

 

    In this study, a high-speed camera was used for two 

purposes.  It provides validation for the inertial information 

received from sensors, and for auto-segmentation in the data 

processing.  We considered eight major parameters while 

selecting the camera for our system: frame rate, image 

resolution, exposure time (shutter speed), sensitivity, bit depth, 

colour or monochrome, and camera interface. 

    Since the users’ playing approach varied, we chose the 

BASLER acA2000-165um camera, which is capable of 

freezing fast moving objects in an indoor sports center 

environment as well as providing high definition.  Table 3 

shows the specifications of the acA2000-165um camera. 

 
TABLE 3 SPECIFICATIONS OF THE ACA2000-165 µM CAMERA [20] 

Product acA2000-165 µm 

Resolution 2,048 px×1,088 px 

Frame rate 165 fps 
Mono/Color ±4800 µT 

Interface USB 3.0 

Exposure control Programmable via camera API 
Pixel depth 10,12 bits 

 

B. Interface Software 

     To receive and visualize the IMU data collected from the 

BLE peripheral node, we wrote a software application on the 

mobile phone.  This mobile application is based on the 

Evothings framework, a development tool to create the mobile 

apps for Internet of Things (IoT).  It is an open-source software 

developed with Java Script programming language.  The 

software we developed can be divided into three modules: BLE 

Connection, Sensor Data Display and Sensor Data Cloud.  The 

BLE connection module is based on Evothings and Cordova 

BLE Plugin that implements BLE support for Android, IOS, 

and Windows 8.1. Fig. 3 shows the inertial sensor data from a 

badminton player when he is smashing. 

    Our system adopts a new cloud-based method to save the 

data received from BLE into the remote server.  Moreover, this 

method also supports building a cloud-based badminton actions 

database for the use of other researchers.  In this module, the 

Cordova HTTP plugin is used to recognize the cloud saving 

function.  Once the collecting process ends, any user can look 

up the sensor data by visiting a designated website. 

 

 
Fig. 3. Android mobile app software for collecting and displaying 3-axes sensor 

data from the WSD. 

http://vr95.com:8006/all.aspx
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III. METHODS 

    Our experiment was conducted at HU FA KUANG Sport 

Centre in City University of Hong Kong. We recruited twelve 

right-handed male badminton players, including four amateurs, 

four sub-elites and four elite badminton players. Their 

demographics are shown in Table 4. 

   The experimental procedures were reviewed and approved by 

the Ethics Committee of the City University of Hong Kong, and 

all participants provided written informed consent before 

participation. Elite players represented their region and had 

played in international competitions more than 10 times.  

Sub-elite players played in local competitions but had no 

experience playing in international competitions.  Amateurs are 

badminton beginners who have never played in competitions. 

Table 4 shows specific physical information about all the 

subjects.  As badminton is a wrist-based sport, each 

right-handed subject wore the designed sensor on their right 

wrist when performing badminton basic training.  Such 

configuration is comfortable and unobtrusive. 

    After a 20-minute warmup supervised by a professional 

coach, each subject performed 20 straight smashes, short drops, 

and long clears, respectively.  As shown in Fig. 4, the coach 

served the shuttlecock to position “1” (for drops), position “2” 

(for smashes), and position “3” (for clears).  The subject 

performed the actions at different positions.  Every subject had 

to hit the shuttlecock to the destination inside the right half 

court; otherwise, we did not count it as a successful action. 

     Fig. 5 shows the six-axis synchronized raw data from 

players at different levels.  Fig. 6 displays the raw data captured 

by the WSD.  The first two rows show the angular velocity and 

acceleration from a clear action, while the second and third two 

rows show the inertial information from 6-axes for the drop and 

smash actions.  

 

 
Fig. 4. The positions of badminton players to perform drops (1), smashes (2) 

and clears (3). 
 

 
 

 

 

 
Fig. 5.  Example sensor data recorded at wrist during smash. Angular velocities 

of (a) an amateur, (c) a sub-elite and (e) an elite and accelerations of the (b) 
amateur, (d) sub-elite and (f) elite are crucial to discriminate the skill levels.   

 

 
Fig. 6. Raw sensor data plot from three different strokes. 
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Fig. 7.  Data processing flow to recognize badminton activities and assess skill levels from a single wrist-worn sensor. 

 

 
    TABLE 4 SUBJECT DESCRIPTIONS 

Subject Age Height Body Mass 

Elite A 22 184 cm 80 kg 

Elite B 25 179 cm 74 kg 

Elite C 22 175 cm 68 kg 

Elite D 21 182 cm 75 kg 

Sub-elite A 29 175 cm 74 kg 

Sub-elite B 26 180 cm 76 kg 

Sub-elite C 25 174 cm 70 kg 

Sub-elite D 22 176 cm 69 kg 

Amateur A 25 183 cm 70 kg 

Amateur B 26 179 cm 71 kg 

Amateur C 28 174 cm 74 kg 

Amateur D 23 170 cm 64 kg 

IV. DATA PROCESSING  

A. Badminton Actions Recognition System  

    After data collection, a typical machine learning data 

processing method was implemented in our badminton actions 

recognition and skill level assessment system shown in Fig. 7.  

This framework includes preprocessing, segmentation, feature 

extraction, dimensionality reduction and classification. Each 

stage of this framework can be implemented using a variety of 

methods. To demonstrate performance in this section, we 

utilized the Support Vector Machine (SVM) classifier. 

    In data preprocessing, data points associated with the subject 

failing to hit the shuttlecock inside the target area were 

removed.  We first loaded the raw data Ṧ(t)ij from each subject.  

Then we applied a 3-point filter moving average to reduce the 

effect of noise and obtain a clearer S(t)ij signal.  The statistical 

and morphology features were extracted and each dataset Ẋi = 

(f1 …fm) was merged into a large matrix Ẋ.  Segmentation was 

processed automatically by finding the peak of the signal.  This 

window-based method can realize real-time data processing 

[21].  

In this study, we extracted 15 statistical features and 3 

morphological features as inputs for badminton actions 

recognition and classification, as detailed in Table 5. These 

features included 1) mean and variance from the six axes and 

root mean square (RMS) from three acceleration axes; 2) the 

maximum acceleration in x-axis, 3-axis acceleration data and 

3-axis angular velocity data.  We compiled a badminton actions 

(smashes, clears and drops) database from the inertial sensor.   

a) Principle Component Analysis (PCA)  

     Principle components were identified to alleviate the 

computing load and bandwidth requirements during 

communication with the cloud server.  We used PCA to 

preprocess the data before classification because PCA shows 

better performance compared to nonlinear dimensionality 

reduction [22].  

     Eighteen features extracted from the raw badminton actions’ 

data can be expressed as vectors, where f=[f1,f2,…,f18]. These 

new features are linear combinations of the original features 

and can be expressed as fn=[fn1,fn2,…fnm], where m represents 

the dimension to be reduced: 

 
1 1 2 2= + +m i i mi mf a f a f a f  (1) 

where aij are eigenvalues of the covariance matrix.  As we have 

only one node, (1) can be simplified to  
 

       
1 1 2 2 m= + +m mf a f a f a f . (2) 

b) Support Vector Machine 

    Support vector machine (SVM) is a supervised learning 

algorithm used for solving a binary classification problem.  As 

shown by the Mercer’s condition [23], SVM exhibits some 

distinct advantages such as good generalization ability, and 

robustness by free choice of model parameters in processing 

high dimensional and linear inseparable problems over other 

supervised learning algorithms, such as Naïve Bayes and 

Linear discriminant analysis. This algorithm is also suitable to 

our application because there are some intersections for clears 

and smashes action (patterns are similar).  That comprises a 

linear inseparable problem.  

 



2327-4662 (c) 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/JIOT.2018.2837347, IEEE Internet of
Things Journal

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 

 
6 

TABLE 5 STATISTICAL AND MORPHOLOGICAL FEATURES 

No. Symbol Description 

1 Aax Mean value of acceleration from x axis 

2 Aay Mean value of acceleration from y axis 

3 Aaz Mean value of acceleration from y axis 

4 Dax Variance of acceleration from x axis 

5 Day Variance of acceleration from y axis 

6 Daz Variance of acceleration from z axis 

7 Agx Mean value of angular velocity from x axis 

8 Agy Mean value of angular velocity from y axis 

9 Agz Mean value of angular velocity from z axis 

10 Dgx Variance of angular velocity from x axis 

11 Dgy Variance of angular velocity from y axis 

12 Dgz Variance of angular velocity from z axis 

13 Max The maximum acceleration from the x-axis 

14 Ma The magnitude of the 3-axis acceleration 

15 Mg The magnitude of the 3-axis angular velocity 

16 RMSax Root mean square of acceleration from x axis 

17 RMSay Root mean square of acceleration from y axis 

18 RMSaz Root mean square of acceleration from z axis 

 

In this study, as we have three labels including smash, clear, 

and drop, we choose a one-versus-one strategy [24] in which 

three SVMs are constructed using corresponding data from the 

other two classes and then a voting scheme is applied.  This is a 

binary classification problem solved by SVM: 

Given a training data set     
1

, , 1, 1
n

m

i i
i
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   X X   

where, X is a m-dimensional matrix; yi is a binary label, which 

belongs to either 1 or -1; n is the total number of samples; and i 

is the current sample number.  The main idea of using SVM is 

to map the training data set into a higher-dimensional feature 

space and then to classify the training data set with hyperplanes. 

The problem that finds the maximum margin hyperplane 

(MMH) can be converted to an optimization problem that can 

be described as follows: 
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where    is a normal vector of a hyperplane and b is an offset of 

a hyperplane from the origin along the normal vector. 

According to the Lagrangian multipliers under the 

Karush-Kuhn-Tucker (KKT) conditions, (3) can be 

reformulated as follows     
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where α represents the Lagrangian multipliers vector. The 

derivative of (4) with respect to  results in  

 

 

 

 
          

270

1

n

i i

i

y




  i
x  (5) 

 

The derivative of (4) with respect to b results in 
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Then, after (5) and (6) are substituted into (4), we obtain a 

simplified Lagrangian dual problem. 
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(7) 

 

Since there are some overlap data from clears and smash 

actions, which means that our case is not linear separable, we 

add a slack variable ξi   and an error penalty constant C to find a 

tradeoff between a large margin and an error penalty.  

Following the aforementioned procedure, we obtained the 

simplified Lagrangian dual problem in the case of non-linear 

separable problems as:  
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(8) 

By using Sequential Minimal Optimization (SMO) algorithm 

[25], we can obtain the Lagrange multipliers αi.  According to 

(4), we can calculate the final  and find an optimization 

hyperplane.  The decision function for classification is: 
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X i jx , x  (9) 

 

where yi refers to the class label of a support vector; i and b0 

refer to two constants; and X refers to the testing set of 

badminton actions samples whose labels are yi. To investigate 

the influence of parameters on classification performance, we 

randomly chose some parameters for testing tabulated in Table 

6.   

    360 datasets were collected from 12 subjects, each of whom 

performed 30 trials for three different actions.  We used nine 

subjects’ datasets (270 datasets) for the training, and the rest of 

the datasets (90 datasets) from a different three subjects for 

testing classifier performances.  During the training process, we 

used 10-fold cross validation to avoid the overfitting problem 

and find the best parameters of the SVM classifier. 
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TABLE 6 RANDOMLY CHOSEN PARAMETERS OF SVM  

Penalty Parameter (C) Gamma Kernel 

1 0.0001 Linear 

100 0.0005 Polynomial 

1000 0.001 RBF 

5000 0.005 Sigmoid 

10000 0.01  

50000 0.1  

 

    We compared C values ranging from 1 to 50000, Gamma 

values ranging from 0.0001 to 0.1, and several different types 

of kernels. We achieved the best classifier when C=1, and when 

using the linear kernel function. Table 7 shows the average 

classification results when using SVM following PCA 

(SVM+PCA). 

 
TABLE 7 SVM+PCA CLASSIFICATION RESULTS OF RECOGNIZING DIFFERENT 

STROKES 

Actions Precision Recall F1-score 

Clears 91% 1.00 0.95 

Drops 100% 1.00 1.00 

Smash 100% 0.90 0.95 

AVERAGE 97% 0.97 0.97 

 

   As shown in Table 7, the recognition accuracies for three 

different actions (clears, drops, and smash) are 91%, 100% and 

100%, respectively.  This result demonstrated clear distinction 

between different actions.  On average, the precision of 

classifying different actions can reach 97%, which means our 

system is highly effective. 

B. Skill Assessment System 

    Similar to the above analysis, we changed the label from 

different actions to different skill levels. We labeled three 

different levels (Elite, Sub-elite and Amateur) as shown in the 

Table 8.  We used nine subjects’ datasets (90 datasets) from 

each group for the training, and the rest (30 datasets) from 

another three different subjects from each group for testing 

classifier performances.  10-fold cross validation was used 

again to avoid the overfitting problem and find the best 

parameters of the SVM classifier.  This was repeated 64 times 

to ensure that all possible combinations of testing sets with 

three subjects of different skill levels were covered.  Table 8, 

Table 9 and Table 10 show the skill assessment results in terms 

of different actions.   

 
TABLE 8 SVM+PCA CLASSIFICATION RESULTS OF SKILL ASSESSMENT IN 

SMASH STOKES 

Skill Level Precision Recall F1-score 

Elite 100% 0.90 0.87 

Sub-elite 70% 0.77 0.74 

Amateurs 80% 0.78 0.89 

AVERAGE 83.3% 0.82 0.83 

 

As shown in the Table 8, the recognition accuracy of elite, 

sub-elite, and amateur players through smash strokes are 100%, 

70% and 80% respectively.  For skill assessment of clear 

strokes as shown in Table 9, the average classification precision 

is 90.3%, which demonstrates clear distinction in performance 

between amateurs to elites. 

 
TABLE 9 SVM+PCA CLASSIFICATION RESULTS OF SKILL ASSESSMENT IN 

CLEAR STROKES 

Skill Level Precision Recall F1-score 

Elite 100% 1.00 1.00 

Sub-elite 82% 0.90 0.86 

Amateurs 89% 0.80 0.84 

AVERAGE 90.3% 0.90 0.90 

 

TABLE 10 SVM+PCA CLASSIFICATION RESULTS OF SKILL ASSESSMENT IN 

DROP STROKES 

Skill Level Precision Recall F1-score 

Elite 100% 0.45 0.62 

Sub-elite 0% 0.00 0.00 

Amateurs 0% 0.00 0.00 

AVERAGE 33% 0.15 0.21 

 

On the contrary, the classification accuracy of skill level from 

wrist motion during drop stokes is very low, particularly for 

sub-elite players and amateurs, as shown in Table 10. 

C. Comparison of Different Classifiers 

    For stroke recognition, we compared k-Nearest-Neighbor 

(kNN) non-parametric classifier and Naïve Bayes (NB) 

classifier, as shown in Table 11, to determine whether 

SVM+PCA is the best classifier for our data.  We tested 

different k values (from 1 to 11) to find the best estimator for 

our data, achieving the best model results when k=5. The 

results from testing two other algorithms demonstrated that the 

computational efficient of PCA+SVM is also sufficiently 

accurate. 

 
TABLE 11 BADMINTON ACTIONS CLASSIFICATION ACCURACIES OF DIFFERENT 

ALGORITHMS 

Classification 

Algorithm 

Parameters Accuracy 

SVM+PCA 
C = 1, 

Gamma =0.0001 
97% 

SVM  
C = 1, 

Gamma =0.0001 
94% 

Nearest 

Neighbor 

K = 5 94% 

Naïve Bayes N.A. 90% 
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TABLE 12 SMASH LEVEL CLASSIFICATION ACCURACIES OF DIFFERENT 

ALGORITHMS 

Classification 

Algorithm 

Parameters Accuracy 

SVM+PCA 
C = 1, 

Gamma =0.001 
83.3% 

SVM  
C = 1, 

Gamma =0.001 
74% 

Nearest 

Neighbor 

K = 5 78% 

Naïve Bayes N.A. 78% 

 

   Table 12 and Table 13 compare skill assessment system 

performance in a similar way.  The results for smash and clear 

are listed only, because the average accuracy of assessing skill 

levels in drops is very low.  Again, PCA+SVM shows 

advantages in dealing with a linear inseparable problem over 

k-Nearest-Neighbor and Naïve Bayes classifier.  

 
TABLE 13 CLEAR LEVEL CLASSIFICATION ACCURACIES OF DIFFERENT 

ALGORITHMS 

Classification 

Algorithm 

Parameters Accuracy 

SVM+PCA 
C = 1, 

Gamma =0.001 
90% 

SVM  
C = 1, 

Gamma =0.001 
86% 

Nearest 

Neighbor 

K = 7 82% 

Naïve Bayes N.A. 84% 

 

V. DISCUSSION 

Quantifying sport activities is of great interest since it allows 

trainers and coaches to assess an athlete’s performance.  This 

paper presents a smart badminton actions recognition system 

comprising of Bluetooth Low Energy technology, MEMS 

inertial measurement unit, Cloud technology, and machine 

learning algorithms.  The complete platform for badminton 

actions motion data analysis includes three parts: a wearable 

sensor, a mobile app, and cloud server.  The data collected by 

an inertial measurement unit (IMU) is sent to a mobile phone 

through Bluetooth Low Energy (BLE).  Once the mobile phone 

receives the data, it sends the motion data to the remote server 

by Cloud technology.  After data collection, users can analyze 

badminton players’ data on a server in real time or afterwards.  

    The results shown in Table 7 indicate that our smart system 

can classify at least three different badminton strokes clearly 

with an average accuracy of 97%.  The system can 

automatically provide data statistics of badminton players, 

which can help coaches and athletes to learn about real 

condition changes during a match or a training session.  

Classification results of the action recognition system strongly 

support the assumption that wrist motion is crucial in 

badminton playing.  And, we have shown that different strokes 

require distinct wrist motion in execution.   

    As for the skill assessment system, test samples from elite 

players are recognized precisely, showing that the elite players 

have a distinctive motion compared to the other two groups of 

players in all strokes.  It is thus feasible to identify level of 

performance from wrist motion data of smash and clear.  Based 

on the results thus far, we could possibly identify elite players 

just by observing their clear strokes.  However, drop strokes 

are relatively flexible.  Moreover, amateurs and sub-elites play 

similarly while elite players’ drop strokes are consistently 

different from those of amateur and sub-elites.  Using this 

system, we can compile a database of badminton action 

movements from players at different levels, which can then be 

used by sports scientists and professional coaches for further 

study and research. 

Motion analysis is an important factor in building 

self-awareness of athletes in playing sports.  Using MEMS 

sensor to capture motion data can help badminton players or 

other racket sports players improve their skills, which will play 

a significant role for next-generation racket sports training.  

With the advances in MEMS sensors and wireless 

communication technology, as well as cloud computing, it is 

possible to use wearable sensing devices to automatically 

recognize different actions that can provide statistics during 

matches, which will allow athletes themselves or their coaches 

to assess their performance in real time.  In this study, we 

investigated some major features in characterizing each data 

segment. The performance levels represented by the skill data 

were thus estimated by SVM, kNN and NB classifiers.  

Comparisons of these classifiers show SVM achieves high 

accuracy in stroke recognition (97%) and in assessing levels of 

players in executing clear stokes (90.3%). Therefore, we 

envision that the IoT framework presented in this paper will 

play an important role in sports analysis where wrist actions are 

important. 
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